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Abstract 

Kinematic properties of four-jet events produced in pf collisions at fi = 1.8 TeV 

have been studied using data with BII integrated luminosity of 325 nb-’ collected us- 

ing the Collider Detector at Fermilab (CDF) d wing the 1988-1989 Fermilab Collider 

run. The individual jet pr spectra and the angles between each jet pair are com- 

pared to the predictions of leading order quantum chromodynamics for the double gluon 

bremsstrahlung process (DB) and good agreement is observed. In addition, a search 

for double parton (DP) scattering has been undertaken using variables sensitive to the 

topology of four-jet events. A small double parton content provides the best description 

of the data. We find NDP/NDB = 5.4’;:; %, where N represents the number of events 

attributed to each process. We measure b~p = 63tgi nb for jets having pr > 25 GeV/c 

in the pseudorapidity interval 1 11 I< 3.5. 

I Introduction 

In the context of the standard model, the dominant mechanism for the production of 

events containing four high transverse momentum (pT) jets at the Tevatron is double gluon 

bremsstrahlung, as described by perturb&& quantum chromodynamics (QCD). A small 

subset of the allowed Feynman diagrams (to leading order in a,) is shown in Fig. 1. Expres- 

sions exist for all leading order diagrams [l], allowing a quantitative theoretical determina- 

tion of the kinematics and topology of this complex process. In this article, we present the 

first comparison of high statistics data and QCD predictions for the double bremsstrahlung 

process at fi = 1.8 TeV. 

In recent years, there has been considerable interest in the possibility of four-jet pro- 

duction through a “double parton scattering” mechanism [z]. This process, shown schemat- 

ically in Fig. 2, involves two hard scatterings within one hadron-hadron collision. Naively, 
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the fmal state configuration can be described using a pair of dijet events, assuming that the 

collisions occurred independently. The interest in double parton scattering is motivated by 

the desire to measure parton correlations within hadrons [3]. Additionally, double parton 

scattering presents a background to any process leading to the production of four-jet events. 

Due to the complexity of the process, theoretical guidance with regard to the double 

parton cross section (up) is limited. One approach, which has been adopted in previous 

studies 14, 51, is that o~p is proportional to the dijet cross section, c,+~, multiplied by the 

probability of a further dijet interaction. This can be expressed as follows: 

g&jet 
UDP = ~&jet. G 

where the effective cross section, ves is introduced to represent the possible effects of parton 

correlations. Ifparton correlations are negligible, 2ue,rr should approximately equal the total 

inelastic cross section of 44 mb [6]. The factor of two is typically included to account for 

Poisson statistics. This implies Q,E x 22 mb. 

It is standard procedure [4, 51 to also include a correction for geometric effects. The 

occurrence of one hard scatter in a proton-antiproton collision preferentially selects configu- 

rations where the proton and antiproton have large overlap, thus increasing the probability 

of an additional hard scatter. The resulting enhancement factor is 2.3 [4] assuming the 

proton is an homogeneous hard sphere. This increase in the double parton cross section 

translates to a decrease in Q,R. Under these assumptions, we arrive at the approximate 

relation C& N 10 mb. One should bear in mind that parton correlations tend to reduce the 

effective cross section (i.e. increase the double parton scattering cross section) relative to 

the mcorrelated case [7]. 

To date, the results of two experimental searches for double parton scattering have 

been published. The Axial Field Spectrometer collaboration (AFS) found a significant 
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double parton signal in data taken at the ISR with fi = 63 GeV [4], and measured 

0,~ N 5 mb. For their study, jets with pi > 4 GeV/c contained within the pseudorapidity 

interval 1 7 I< 1.0 were used. The UA2 collaboration however, did not find evidence for the 

double parton process at fi = 630 GeV [5], and set the limit ~~8 > 8.3 mb (95% C.L.) for 

jets having pi > 15 GeV/c and / 7 j< 2. 

Under the assumption that the double parton scattering cross section is proportional 

to the square of the dijet cross section, one expects nip cc f4, where f represents f(z, Q*), 

the parton distribution function. The corresponding dependence for the four-jet cross sec- 

tion from QCD double bremsstrahlung is ~DB 0: f 2. At constant momentum transfer Q’, 

parton densities increase with decreasing Feynman I [B]. Therefore experiments operat- 

ing at higher center-of-mass energies will produce a higher rate of double parton events 

relative to double bremsstrahlung events for a given minimum jet pi requirement. Qual- 

itatively then, the high center-of-mass energy available at the Tevatron collider provides 

strong motivation for our search for double parton scattering. 

The paper is organized as follows: Section II gives a brief description of the detector 

components relevant to this analysis. Sections III and IV explain the measurement of 

jets at CDF and how we correct for detector effects such as calorimeter nonlinearity and 

uninstrumented regions. Section V describes the analysis cuts necessary in order to remove 

trigger bias and ensure data of good quality. In Section VI we perform a kinematical and 

topological comparison of four-jet data with QCD and phase space models. Section VII 

explains the procedure used to search for double parton interactions, and Section VIII 

describes OUT measurement of the double parton and effective cross sections. Section VIII 

also contains a discussion of the expected rate of double parton scattering at the SSC. 

Conclusions from this work are presented in Section IX. 
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II Detector 

Since the CDF detector has been described in detail elsewhere [9], only a brief description 

of those components relevant to this analysis will be given. The CDF coordinate system 

is defined with the a axis along the proton direction, and the polar angle 0 is measured 

with respect to this axis. The azimuthal angle around the beam axis is denoted by 4. We 

define “detector pseudorapidity” Ed, which differs from the event frame pseudorapidity TJ, 

as pseudorapidity measured from the center of the detector (z=O). This variable is of use 

particularly in the context of our jet correction (see Sec. IV) which is a function of position 

within the detector. 

Electromagnetic (em) and hadronic (had) calorimeters cover the fill range of az- 

imuth in the range 1 qd /< 4.2. They are segmented into projective towers pointing to- 

wards the center of the detector. The calorimeters occupying the region 1 TJ~ /< 1.1 are 

scintillator-based, with the tower segmentation Aqd = 0.1 and A4 = 15”. In the region 

1.1 <I vd I< 4.2 multiwire proportional gas chambers are used, with a iiner azimuthal 

segmentation, A4 = 5”. 

The event vertex was reconstructed using a vertex time projection chamber system 

(VTPC) [lo] that surrounded the beam pipe. The vertex position in the z direction (z,,,~) 

was observed to have a Gaussian shape with c = 30 cm, centered at z = 0 cm. The VTPC 

was also used to reject events with more than one event vertex, where the two vertices were 

separated by more than 5 cm. The jet pseudorapidities were measured with respect to the 

event vertex rather than the center of the detector. 

A Trigger 

The CDF trigger was arranged into four levels [ll]. The 1 eve1 0 trigger required hits in both 

forward and backward scintillation (beam-beam) counters within a 15 ns window centered 
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on the beam crossing time. The cross section for this trigger was 4753 mb [6], which 

corresponds to an event rate of 47 kHz at the typical Tevatron luminosity of 103’ c~-~s-~. 

This rate was reduced to 1-2 He by the three subsequent trigger levels. 

In the trigger, calorimeter towers were merged to produce a segmentation of A$ = 

15’ and Aqd = 0.2. The level 1 stage of the jet triggers required that the total scalar 

transverse energy (ET) for alI trigger towers having ET > 1 GeV be greater than 18 GeV. 

The level 2 stage performed jet clustering by taking trigger towers with ET > 3 GeV and 

merging them with contiguous trigger towers having ET > 1 GeV. For this study, a special 

multijet trigger was implemented. It required: 

(i) At least 2 clusters (ET 2 3 GeV for each cluster). The transverse energies of the 

two largest clusters we label ET> and ETA. 

(ii) C ET > 80 GeV over the entire calorimeter, where the sum includes towers with 

ET 2 1 GeV in either the electromagnetic or hadronic calorimeters. 

(iii) C ET - ET, - ETA > 40 GeV. 

The last requirement was used to reject dijet events, and will henceforth be known 

as the level 2 dijet veto cut. 

The level 3 stage of the multijet trigger [12] used fully reconstructed calorimeter 

information. Jets were clustered using the standard CDF algorithm [13] and four jets were 

required with pi > 15 GeV/c in the pseudorapidity interval I qd /< 4.2. The event z vertex 

position was assumed to be located at z,,,~ = 0 cm, and jets were not corrected for detector 

mismeasurement. The effect on the data of these trigger requirements will be treated in 

Sec. V. Approximately 33,000 events passed these requirements from a total integrated 

luminosity of 325 nb-‘. 
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III Jet Clustering Algorithm 

Jet clustering at CDF is performed using a fixed cone algorithm and is described in detail 

in Ref. [13]. The tied cone algorithm corresponds closely to definitions used in calculating 

QCD cross sections [14, 15, 161. The jet cone size R used in this analysis is given by 

R = \/(A# + (A# = 0.7. (2) 

Studies have shown that any cone size in the interval 0.4-1.0 includes a major fraction of 

jet energy and hence is suitable for jet identification [13]. 

The properties of clustered jets were obtained from the electromagnetic and hadronic 

calorimeter towers contained within the clustering cone of size R = 0.7. Only towers with 

transverse energy greater than 100 MeV were included. The relevant jet quantities are 

defined as follows: 

Pz = c(E&, +E~ad)sin8icos#, (3) 

(4) 

(5) 

E = CC@, + ‘%d), (6) 

ET zz Em 
Ip’l’ (7) 

where 8 is the polar angle of the tower, corrected for the position of the event vertex. The 

jet position in q-# space was determined using the cluster ET-weighted center-of-mass. 

IV Jet energy corrections 

In our study of four-jet events we investigated the pi balancing of dijet pairs within the 

events. It was therefore necessary to correct the jet energies for detector effects (i.e. unin- 
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strumented areas, nonlinearity of the energy measurement) which could affect this balancing 

[17]. The correction was performed in two stages. 

A Relative correction 

A correction for the variation in CDF calorimeter response as a function of vd was applied in 

the form of a multiplicative factor, dependent on both jet pi and qd. This factor corrects the 

pT of a jet anywhere in the calorimeter to the equivalent pT that would be measured in the 

region 0.2 <I qd I< 0.7 (henceforth referred to as the “central” region). We chose to correct 

all jets to the central region since measurements there were performed using scintillator- 

based calorimeters with superior resolution [18]. We avoided the regions I vd I< 0.2 and 

1 qd I> 0.7 since jets in these regions are affected by the boundaries between calorimeter 

components. 

The relative jet correction function was constructed using dijet events collected with 

single jet triggers having level-3 cluster thresholds of ET > 20, 40 and 60 GeV. A cut on 

the scalar zp~ of both jets was placed in order to remove trigger bias, and at least one 

jet was required to be located within the central region. For ease of reference, we refer to 

the jet in the central region as the “trigger” jet, and the remaining jet as the “probe” jet. 

Jets in this sample should, on average, balance in p?. A systematic p’j imbalance in the 

calorimeter indicates an energy scale difference between the central region and the probe 

jet region. In an event, the dijet system can have a small transverse boost, as a result of 

soft gluon radiation, which is balanced by unclustered transverse energy. This boost will 

tend to broaden the dijet pi balancing distribution. For improved balancing resolution, 

we utilize missing ET (/I%-) instead of dijet p+ imbalance. We calculate ,!?T by summing 

calorimeter energy cells with ET > 100 MeV: 

$k = -xE&, 
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where ti; is a unit vector perpendicular to the beam axis and pointing at the i’” tower. The 

sum is over all cells with / qd I< 3.6. We then form the # projection fraction (h) 

where p, trigger and pp;obe are the scalar transverse momenta of the trigger and probe jets 

respectively, and Frobe T is a unit vector in the transverse plane defined by the direction 

of the probe jet. Figure 3a) shows h as a function of qd for dijet data in the range 50 < 

CpT < 100 GeV/c. There is a pronounced variation, particularly at calorimeter boundaries 

(1 qd 1~ 0, 1.1 and 2.2). Using the average h in each bin of qd, we derive the correction 

factor, 0~ =< pF/flTrrobe >; the effect of the transverse boost cancels in the average. 

We determine DR as a function of qd for five zp~ bins, 50-lOO, lOO-130, 130-170, 170-200 

and > 200 GeV/c. In forming the correction function, the variation of flR with vd was 

parametrized with a cubic spline, and the dependence on pT was parametrized linearly. As 

a consistency check, the correction was applied to the dijet data, and the h variable formed 

again after adjusting #T for the difference between corrected and uncorrected jet PT. The 

corrected distributions of h were flat as a function of l)d at the level of a few per cent for 

each of the five ranges of xp~. Figure 3b) shows the corrected distribution for the dijet 

data in the range 50 < xp~ < 100 GeV/c. 

B Absolute correction 

The goal of the absolute jet energy correction is to correct for effects such as the nonlinear 

response of the hadron calorimeter. The correction algorithm was derived using Monte 

Carlo simulations of both the fragmentation process and the CDF detector. 

Jet events were generated in the central pseudorapidity region with a flat pi spec- 

trum. Fragmentation was performed using a Feynman-Field parametrization [19, 201, and 
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the resulting particles were passed to the detector simulation. The response of the central 

hadron calorimeter as measured using a test beam and in situ [13] was incorporated in the 

simulation. An “underlying event” was also generated (see Sec. C). Jets were clustered us- 

ing the standard CDF algorithm. Cluster pT was compared to the magnitude of the vector 

sum of all particles whose initial direction was contained within the corresponding jet cone, 

p5p’. In the region of jet pi relevant to this analysis (25 < psp’ < 150 GeV/c) the results 

were well described by the relation: 

pSr’(GeV/c) = 2.1 f 1.2. p;uster - 0.0008. (p?)‘, (10) 

where pper refers to the pi measured using the central calorimeter for a cone radius of 

R = 0.7. This function defines the absolute jet pi correction. The uncertainty on the jet 

absolute pT scale in the central region is approximately 15% in the corrected pi range 

25 < py < 150 GeV/c [21]. 

C Underlying event and clustering corrections 

The term “underlying event” refers to a collection of relatively low pT particles arising from 

interactions between spectator partons. These particles can contribute a small amount of 

additional energy to the jet cone. Underlying event energy deposition has been studied with 

data collected using only the level 0 trigger (“minimum bias” data). For a cone radius of 

0.7, an average ET of approximately 1 GeV (corrected) is contributed. 

The nature of the fragmentation process generally results in some fraction of the 

fragmentation products falling outside the clustering cone. Using the same Monte Carlo 

programs discussed in Sec. B, the magnitude of the vector SUmpT of particles falling outside 

a cone of 0.7 was determined. This quantity will be referred to as out-of-cone pi (or p!$“‘“). 

The initial direction of the particle p+ (before propagation through the magnetic field which 
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exists in the central region) was used to decide whether the particle should be classified as 

inside or outside the cone. Using our fragmentation model, p$“” was observed to increase 

slowly as a function of psp’. This behavior was parametrized using the form 

PF-“” = a(1 - /?e?PT). (11) 

For a cone size R = 0.7, we found a = 8.4 GeV/c, ,B = 0.85 and 7 = 0.0073 (GeV/c)-‘. 

Using this parametrization, the ratio of p$“’ to py as a function of py is shown in Fig. 

4. Also shown is the ratio of underlying event pi to py, which is a significantly smaller 

effect. In our analysis we make no correction for underlying event energy, or energy lost 

outside the clustering cone, since such corrections are strongly model dependent. Instead, 

we take these effects into account by including them in our estimation of jet energy scale 

uncertainty (see Set VIIIA). 

V Analysis 

Events were selected from the data sample by applying the following cuts: 

(i) I Zvert I< 60 cm. 

(ii) Four jets with pT > 25 GeV/c after correction. 

(iii) Jet I vd I< 3.5. 

(iv) Jet axis separation > 1.0 in the q-4 metric. 

(v) No second event vertex. 

(vi) CPT > 140 GeV/c (scalar sum over the leading four jets). 

These cuts will henceforth be referred to as the s2andard data analysis cuts. The 

effect of these cuts on the total number of events in the sample is shown in Table 1. The cut 

on the vertex position along the z axis, 1 zyert I< 60 cm, was necessary to avoid distortion of 

the projective calorimeter tower geometry. The single jet cut pi > 25 C&V/c was imposed 

12 



in order to remove bias introduced by the level 3 trigger. It should be noted that this trigger 

passed clusters with uncorrected pi > 15 GeV/c assuming a vertex located at avert = 0 cm. 

After applying the jet pi and event vertex corrections, the corrected pi of a cluster having 

pi = 15 GeV/c may be greater than 20 GeV/c. This effect was studied in detail using a 

simulation of the level 3 trigger. We found that 98% of jets passing a cut of pi > 25 GeV/c 

(corrected) would have passed the trigger requirement of pT > 15 GeV/c (uncorrected). 

We imposed the condition 1 vd I< 3.5 on all jets so that they were completely 

contained within the calorimeter. The cut on the corrected scalar sum pi of the four jets, 

zp~ > 140 GeV/c, removed trigger bias introduced by the level 2 CET trigger which 

required CET > 80 GeV. This cut was determined to be fully efficient (see Sec.VI). The 

level 2 XET for data and simulation were in good agreement, as shown in Fig. 5. 

In order to obtain smooth Monte Carlo distributions with limited computing re- 

sources, a fast parton level detector simulation was used for much of the analysis. This 

simulation reproduced global jet quantities such as pT, 7 and # without the intermediate 

steps of fragmentation and clustering. The relative and absolute jet energy corrections were 

incorporated in reverse, and jet pT and position resolutions were tuned to agree with dijet 

data. 

In the regions where jets are completely contained within one calorimeter system, 

the jet pi resolution is well modeled by the relation [22] 

dPT) = 0.1 ‘PT + 1.0 (GeV/c). (12) 

In the crack regions of the calorimeter (1 Ed I- 0, 1.1 and 2.2) the resolution is approximately 

10% worse. The difference between the jet pT resolutions determined using data and the fast 

jet simulation (which used the parametrization given in Eq. 12) was found to be less than 

20% in all regions of the calorimeter [17]. To check the effect of jet resolution uncertainty 
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on the results contained in this analysis we varied the resolution by f20%. No significant 

effect on the simulated distributions was observed. 

VI QCD Comparison 

Double bremsstrahlung events at the parton level were simulated using the approximate 

matrix element of Kunset and Stirling [23] provided in the PAPAGENO computer program 

[24]. We chose our default structure function to be Morf7.n and Tung set 1 (DIS) [25] with 

a default renormalization scale Q = (pi). We also generated parton distributions using a 

uniform matrix element (four-body phase space) in place of the QCD four-jet approximation. 

In order to model the effects of additional glum radiation (fifth jets) we applied a small 

transverse Lorentz boost (L‘k~ kick”) to the four-jet system. The magnitude of the kick, 

distributed as a Gaussian of width approximately 5 GeV/c, was determined using dijet 

data. The fast jet simulation was used to model detector effects; the resulting jets were 

then corrected (as described in Sec. IV) and the standard analysis cuts were applied. 

For the purposes of avoiding the singularities inherent in the matrix element cal- 

culation and increasing generation efficiency, the following cuts were placed on partons 

generated with the double bremsstrahlmg simulation: 

(i) pT > 13 GeV/c. 

(ii) Parton separation / AR I> 0.8. 

(iii) 1 qd I< 4.0. 

Shown in Fig. 6 are distributions of parton pi, separation and qd of the lowest and 

highest pi jets after applying the standard cuts and corrections. 

A comparison of the pi spectra between data, QCD and phase space for each of the 

four jets has been performed. Before comparison, the jets were ordered in pi; jet 1 having 

the largest pl after correction, jet 2 the next largest and so on. Also, we have formed the 
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scalar sum pT (after correction) of all four jets. The results are shown in Figs. 7 and 8 

where the QCD and phase space distributions have been normalized to have the same area 

as the data. The QCD and phase space predictions are very similar for these distributions, 

and the data points are well described by both. The normalization factor for the double 

bremsstrahlung Monte Carlo distributions was approximately 1.5 [using structure function 

Morfin-Tuug set 1 (DIS) with Q = (pT)). This difference between measured and predicted 

rates is well within experimental and theoretical uncertainties. 

To describe the topology of the four-jet system, nine variables are needed. Three 

of these were used to boost the system to the center-of-mass reference frame. The six 

remaining degrees of freedom were associated with the six independent interjet angles. In 

the center-of-mass frame we define the angle between jets i and j as Rij and use the variables 

cos Rij in order to make a comparison. Here ij is one combination from the six possible 

choices (12,13,14,23,24,34) where jets have been ordered in pi as described above. The 

results for the data, together with the QCD four-jet prediction and the phase space results, 

are shown in Fig. 9 where all distributions have been normalized to unit area. 

Iu all six cases, good agreement between the data and QCD is observed. The angular 

distributions obtained with a phase space generator are quite different from the QCD results. 

Similar effects have been observed in events containing three or more energetic jets [13]. 

The level of agreement found in both the pT spectra and angular distributions is insensitive 

to changes in either the structure function or renormalization scale used in the QCD double 

bremsstrahlung simulation. 

VII Double Parton Analysis 

In order to perform a Monte Carlo calculation of the relative rates for double parton and 

double bremsstrahluug events, we assumed a value 0,~ = 10 mb, as discussed in the intro- 
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duction. Our double parton simulation was constructed by merging two dijet events at the 

p&on level. Each dijet system was independently given a small transverse kT kick. As con- 

structed, our double p&on model operates under the assumption that parton correlations 

are negligible. 

The Monte Carlo cross sections for both double parton and double bremsstrahlung 

processes at the parton level are shown in Fig. 10 a) and b) as a function of minimum jet 

pT, and jet scalar .@T respectively. These figures indicate that the double parton signal 

will be small for a minimum pT above 20 GeV/c. Note that the absolute values of both 

theoretical cross sections vary by approximately a factor of two, depending on the choice of 

structure function and renormalization scale. 

A Method 

The key ingredient in our search for double parton scattering is the construction of topo- 

logical variables which have a significant difference in shape for signal (double parton) and 

background (double bremsstrahlung). We have used two such variables. 

The fist variable, S, exploits the tendency of jets produced by double parton scat- 

tering to balance pairwise in pi [26], and is defined as: 

S(i+j,k+l)= \m, (13) 

where S is minimized over the three possible jet pairings (12,34), (13,24) and (14,23). On 

average, 5’ will be smaller for double parton events than for double bremsstrahlung events. 

The shapes of S for both processes are shown in Fig. lla). 

Having defined a variable which depends on jet pi, a separate variable may be 

constructed which takes advantage of the differences in angular correlations between jets 

produced by the two mechanisms[3]. We define ~ij to be the azimuthal angle of the vector 
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Eli + p’Tj, where i and i refer to two separate jets. Jets ELI~ first -ranged into two pairs 

according to the configuration which minimizes S. Assuming that this results in the pairing 

(ij, kl), we then define As as the angle between 4;; and &I. The As variable spans the 

interval O-r, and is shown for Monte Carlo double parton and double bremsstrahlung four- 

jet events in Fig. llb). 

An example of how the As variable is calculated is shown in Fig. 12 for a typical 

double bremsstrahlung and double p&on event in the transverse plane. The dynamics 

of double gluon bremsstrahlung are such that configurations where the gluons are emitted 

close to the original parton direction are preferred (see Fig. 9). Combined with OUT ordering 

procedure, this gives a distribution which peaks at As = ?r. For real jets in the detector, 

this distribution is smeared by effects such as additional soft glum radiation and detector 

resolution. 

In the simple model of double parton scattering, partons exactly balance pairwise 

in &, and As is therefore not defined. However, as in the case of double bremsstrahlung 

events, jets in the detector resulting from these partons will not balance exactly. Assuming 

no parton correlations, the azimuthal angles of the resultant jet pairwise pi vectors (after 

pairing to minimize S) should be randomly distributed, and thus uniformly distributed in 

the range 0 - P. 

Using simulations of both the double parton and double bremsstrahlung processes, 

a quantitative analysis of the respective signal-finding abilities of the S and A, variables 

was performed. Parton level events were passed to the fast detector simulation, then the 

jet corrections and analysis cuts were applied. A Monte Carlo sample was constructed, 

consisting of 10% double parton and 90% double bremsstrahlung events. This sample was 

fitted to a normalized admixture of signal and background shapes and the x2 per degree of 

freedom, x;, was evaluated using Poisson statistics. The behaviour of x,2 as a function of 
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double parton content provides a measure of the signal-finding resolution of each variable. 

The result of this study, shown in Fig. 13, reveals that the As variable is slightly more 

effective than S. 

The effect of additional gluon radiation on the S and AS distributions must also 

be evaluated. If the additional gluon radiation is at high enough pi, it can result in the 

formation of an additional cluster. At low pi it may simply introduce a transverse boost 

(k~ kick) to the four-jet system, possibly disrupting the pairwise &P balancing and jet pair 

angular distributions. Recall that our double bremsstraliiung simulation includes a kT kick, 

but that this kick was tuned using dijet data. The ability of our double bremsstrahhmg 

simulation to model fifth jet effects was tested qualitatively using a Monte Carlo simulation 

of five-jet events, where only four jets passed the standard analysis cuts. Five-jet events were 

generated according to the gluon scattering matrix element 99 -+ 99999. The distributions 

obtained are shown in Fig. 14. The effect of a fifth jet is to create a depletion in the signal 

region for S, and an enhancement in the signal region for As. 

In order to investigate the effect of a kT kick or fifth clusters in more detail, we plot 

the missing pT calculated from the vector sum of the four leading jets. Figure 15 shows the 

data compared to the four-jet Monte Carlo sample. The distributions disagree (x: z 6) 

when a large f&h jet is allowed. However, when the maximumpT of the fifth jet is required 

to be below 15 GeV, good agreement (x: zz 1) between the data and the Monte Carlo is 

observed. The Monte Carlo and data begin to diverge if the cut on the fifth jet pi is reduced 

below approximately 10 GeV/c. This is because the 4-j& Monte Carlo contains a kT kick 

which models the effect of low pi fifth jets without actually producing an additional cluster. 

By making a very tight cut on f&h jet pi we are removing events with a large kT kick from 

the data but not from the Monte Carlo sample. We therefore conclude that our double 

bremsstrahlung model is correctly simulating the effects of additional gluon radiation when 
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a cut on fifth jets in the data is imposed in the range lo-15 GeV/c. 

The four-jet data were fit to an admixture of simulated double parton and double 

bremsstrahlung distributions using both the S and As variables. The only free parameter 

was the relative fraction of each process R, defined as 

NDP R=----, 
NDEI 

where NDP and NDB represent the number of double parton and double bremsstrahlung 

events respectively. The results are shown in Figs. 16 a) and b) for the case where a fifth 

jet cut of 15 GeV has been applied to the data. The fitted values of 72 for S and As agree 

within statistical uncertainties. The respective signal regions for S and As are indicated 

by arrows. The behaviour of ‘R in response to a range of cuts on p~5 for both variables can 

be seen in Fig. 17. As expected from the study of the effect of fifth jets and kT kick, the 

S and AS measurements give different results when large fifth jets are allowed in the data 

(fifth jets create a deple2ion in the signal region for S, and an enhancement in the signal 

region for As). The results using S and As are in good agreement for a fifth jet pi cut in 

the range lo-15 GeV/c. This is consistent with the results of our missing pi study. 

In order to determine R and its corresponding uncertainty, we adopt the following 

procedure. First, a straight line is fit to S and As versus maximumpT~ (or w), as shown 

in Fig. 17. The point of intersection of these lines determines 72, and the value of p?y at 

this point we label pks. Making the cut p~5 < p&, we then perform a combined fit to S 

and As using an admixture of signal and background shapes. The statistical uncertainty 

on ‘R is then taken to be the change in 72 necessary to increase the fit x2 (evaluated using 

Poisson statistics) by 1 unit. This method is chosen since it takes into account the effect of 

correlations between the two variables. The systematic uncertainty on 72. arising from the 

cut on pT5 is determined as follows: 
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(a) Construct error bounds of +la an the straight line fits to S and As versus @t 

(as shown in Fig. 17). 

(b) Determine p?; at the right- and left-most intersection of the S and As error 

bounds (p$‘; x 15 GeV/c and @y x 10 GeV/c, respectively). This also represents the 

range of fifth jet pT cuts for which we have confidence in the kT kick modeling of fifth jet 

effects. 

(c) Find the two corresponding values of R for the two values of p$‘r found in (b). 

The range covered by these values is representative of the systematic uncertainty on R due 

to the cut on fifth jets and our modeling of the kT kick in the Monte Carlo. 

The result obtained using structure function Morf?n-Tung DIS set 1 with Q = (pT) 

for both double bremsstrahlung and double parton simulations is 

R = 0.054 I!z 0.013 (stat.)r;:;;; (syst.). (15) 

Combining systematic and statistical uncertainties in quadrature, we fmd 

R = 0.054-t;:;;;. (1‘4 

Additional sources of systematic uncertainty on R were investigated. There was no 

significant change in ‘R when either the structure function or momentum scale used in the 

QCD simulations were changed. We also observed no change in ‘R when a different four-jet 

matrix element approximation was used [27]. The level 2 dijet veto cut (defined in Sec. 

IIA) was studied in detail in order to determine its effect on S and As. This trigger cut 

was found not to bias either of the variables, and hence was not a source of uncertainty on 

R. Thus, the double parton signal is significant at the 2.70 level. 

B Double interactions 

As a result of the luminosity conditions of the 1988/89 run (L(peak) - 2 x 103’ cm-*s-l), 

combined with the trigger biases, approximately 20% of events taken with the multijet 
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trigger contained two separate pp interactions. If both interactions produce dijets, then 

the resulting event topology will mimic that of the double parton process. We rejected 

approximately 85% of events containing two interactions using the VTPC [6]. The remaining 

15% could not be rejected because the two interactions occurred close together, and were 

therefore not resolved. After the VTPC cut, approximately 3% (= 15% x 20%) of events in 

the four-jet sample contain an unresolved secondary interaction. 

In order to determine the nature of the events containing an unresolved secondary 

vertex we performed a Monte Carlo study of the relative rates of the two dominant channels 

leading to a four-jet final state. These channels are a) two dijet pairs (the potential back- 

ground) and b) a combination of one double bremsstrahlung event and one minimum bias 

event. Using the standard analysis cuts we found that the number of double dijet events 

produced via double interactions was approximately a factor of 20 smaller than the num- 

ber of double bremsstrahhmg plus minimum bias events [17]. This conclusion was checked 

experimentally by examining the S distribution for events containing two resolved event 

vertices in the four-jet data. These events satisfied all the standard analysis cuts with the 

exception of the cut on secondary vertices. The shape of S using these events was consistent 

with that formed using events which passed all the standard analysis cuts, and which were 

mainly produced via double bremsstrahlung. We conclude that the production of two dijet 

pairs from double interactions is a negligible background to the double parton process for 

our event sample. 

VIII Measurement of gDp and (T,~ 

A Determination of r”p 

The double parton cross section for the standard cuts can be expressed as 

NDP 
mp= L.AcL$.Ak’;’ (17) 
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where .C is the integrated luminosity of the event sample, dgp is the acceptance of the 

four-jet event cuts, and A$ is the acceptance of the multijet trigger for double parton 

events. Values and corresponding uncertainties for the terms in Eq. 17 are given in Table 

2. We also include in this table a value for the dijet cross section ~dij.t (see Sec. B) which 

is necessary in order to evaluate (r,~. 

Double parton events were generated with parton pT > 18 GeV/c. No partons 

below this pi pass the standard analysis cut pT > 25 GeV/c (corrected). Therefore our 

measurement of cup refers to the cross section for partons with pT > 18 GeV/c. The 

integrated luminosity of the event sample was determined to be [6] 

L = 325 nb-* f 7%. (18) 

This luminosity was less than the total integrated luminosity for the 1988/89 run (-4 pb-‘) 

because a) the trigger was prescaled by a factor of 100 during periods of high luminosity 

and b) the trigger was only in use for 3 out of the total 12 months of data-taking. 

The acceptance of the standard event cuts for double parton events (AT;) was 

calculated using the double parton simulation, in conjunction with the fast jet Monte Carlo 

program. We find [17] 

dgp = (6.5 + 0.9) x lo@ (parton pT > 18 GeV/c). (19) 

This acceptance is small because the analysis cuts only become fully efficient for parton 

pi - 30 GeV/c, and we include all partons with pT > 18 GeV/c. The quoted systematic 

uncertainty on dy; stems from renormalization scale and structure function uncertainty 

(the latter being particularly large for partons with low Feynman CC). The acceptance of the 

standard event cuts was re-evaluated using various different structure functions. We used 

MRS sets 1, 2 and 3, and DFLM [28] sets 1, 2 and 3 for this purpose. Also, we used both 
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Q = (pT) and Q = @T/2) in order to estimate the uncertainty associated with the choice 

of the renormalization scale used in the QCD calculation. The acceptance and uncertainty 

quoted in Equation 19 are the mean and standard deviation of the results obtained using 

the structure functions and renormalization scales mentioned above. The effect on dgp of 

jet resolution uncertainty (as modeled by the fast jet simulation) was negligible. The effect 

of jet energy scale uncertainty is discussed below, since it also affects NDP and hence enters 

into the uncertainty on gyp as a ratio. 

The acceptance of the trigger for double parton events was determined using a 

sample of double parton events with full detector and trigger simulations. The biggest loss 

in acceptance resulted from the level 2 dijet veto cut (defined in Sec. IIA). The standard 

analysis cuts ensured almost complete acceptance for the level 2 cut CET > 80 GeV and 

the level 3 cut jet pT > 15 GeV/c (uncorrected). We find [17] 

d $? = 0.85 zt 0.10. (20) 

Defining N,,, as the total number of four-jet events in the data sample, the number 

of double parton events in the data, NDP, can be expressed as 

For the four-jet sample, Nt,, = 2213, and using the results of Eq. 16 for R we find 

NDp = 113~,,. ‘M The uncertainty on NDP quoted at this stage includes the uncertainty on 

R only. 

A significant source of uncertainty on UDp is associated with jet energy scale un- 

certainty, which affects both NDP and dF$. The following checks were made in order to 

evaluate the effect of jet energy scale uncertainty on cup: 

(i) The absolute jet energy scale was raised and lowered by 5%. 
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(ii) The relative jet energy scale was increased and decreased by 2%. The relative 

scale in the central region (0.2 <I t]d I< 0.7) was not altered. 

(iii) A correction was performed for underlying event energy inside the clustering 

cone. 

(iv) A correction was performed for energy lost outside the clustering cone. 

The resulting change in the ratio NDp/d$p was found to be +20% and -26%. 

In order to determine the linal uncertainty on gyp a numerical technique was used. 

The quantities shown in Eq. 17 were simulated using Gaussian distributions with mean 

and standard deviation as measured. Where the uncertainties were not symmetric (e.g. jet 

energy scale uncertainty) we adopted the largest uncertainty. Then the distribution of mp 

was formed, and the values of pip on either side of the mean value containing ~k34.2% of 

the total area were determined. Using this method, we obtain 

VDP = 63’;: nb (parton pi > 18 GeV/c). (22) 

B Determination of gem 

In order to facilitate the comparison of our result with the results of other experiments, the 

effective cross section gem was also determined. We calculated (r,~ using the result given in 

Eq. 22 for (TDP combined with a determination of the dijet cross section for partons with 

pi > 18 GeV/c. A leading order theoretical calculation was used, with the following result: 

Odijet = 39 pb zk 20% (parton PT > 18 GeV/c). (23) 

This result reflects the average and standard deviation of results obtained using structure 

functions Morfin-Tung set 1 (DIS), MRS sets 1,2 and 3 and DFLM sets 1,2 and 3. For each 

structure function two different renormalization scales were used, Q = (pi) and Q = (p~/2). 
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Combining uncertainties numerically using the technique described in Sec. A, we 

find 

beff = 12.1+‘O.7 + mb. (24) 

At the 95% confidence level, we obtain the following bounds on reeff: 

4.1 < gem < 41 mb (95% C.L.). (25) 

The fairly high upper limit is a result of the non-Gaussian shape of nceff. Relaxing the 

confidence level to 90% we obtain: 

5.4 < o,e < 29 mb. (26) 

This result can be compared to those obtained by the AFS and UA2 collaborations. 

The AFS collaboration found a sizeable signal [4], and measured 0,~ - 5 mb. The form for 

rip used in their analysis was slightly different from the one used here. They also used the 

technique of merging dijet events, but the available energy for the second interaction was 

reduced, dependent upon the energy of the fist interaction. This reduced the value of ~~8 

by a factor of approximately 2 relative to the case where the second dijet event occurred 

at the same 4 as the first. They also included a K-factor in order to accommodate the 

effect of higher order corrections to the dijet cross section. In addition, the leading order 

double bremsstrahlung matrixelement calculation was not available at the time this analysis 

was performed, and as a result a phenomenological model was used. The range of pT and 

pseudorapidity used in the AFS analysis (pT > 4 GeV/c, 1 7 I< 1.0) was considerably 

different from that used in our study, as was the available center of mass energy (,/X = 

63 GeV). In light of the significant differences between the two analyses, we cannot make a 

definitive statement about the consistency or inconsistency of these results. 

The UA2 collaboration found no double parton signal, and set the limit geff > 8.3 mb 

(95% CL.) at fi = 630 GeV. Th e pi and pseudorapidity range of jets included in their 



study (pi > 15 GeVjc, 1 7 /< 2.0) were similar to those used by CDF (pi > 25 GeV/c, 

1 7 I< 3.5 GeV/c). We find that the results are consistent. In Table 3 we provide a summary 

of the experimental informationon double parton scattering obtained using hadron colliders. 

C Implications for the SSC 

In order to investigate the implications of our result for physics at the SSC, a parton level 

Monte Carlo calculation was performed using fi=40 TeV for both double parton and 

double bremsstrablung processes. We used 0,~ = 12.1 mb in our double p&on simulation. 

The chosen structure function and renormalization scale was Morfin-Tung set 1 (DIS) with 

Q = (pi). Cross sections as a function of the pi of the softest jet (pod) are shown in Figure 

18. Based on this study, we expect a significant double p&on signal at the SSC for jets 

with a minimum pT cut-off below approximately 60 GeV/c. In fact, the double parton 

mechanism apparently dominates in the range p~4 < 40 GeV/c. Note that the parton level 

calculations of both double parton and double bremsstrablung scattering cmss sections are 

subject to large uncertainty due to OUT incomplete knowledge of structure functions at low 

Feymnan I. 

IX Conclusions 

We have studied events containing four jets with corrected pi > 25 GeV/c in pp collisions 

at fi = 1.8 TeV. We find that the pi spectra and angular separation between any two 

jets in the event are in good agreement with the leading order QCD prediction for the 

double bremsstrablung process. However, when variables more sensitive to the pairwise pT 

balancing and angular distribution of the dijet pairs are used, a small double parton content 

provides the best fit to the data. The existence of clusters due to additional gluon radiation 

(five-jet events) was observed to be an important effect in determining this content. We 
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have used the double parton signal to measure both the double parton cross section ~~~ 

(for partons with pi > 18 GeV/c) and the effective cross section a,~. We find 

ODP = 63:;; nb (parton pi > 18 GeV/c), (27) 

veeff = 12.1!;~4’mb. 

We also have placed the following bounds on neff: 

4.1 < 0,~ < 41 mb 

5.4 < gee < 29 mb 

(28) 

(95% C.L.), (29) 

(90% C.L.). (30) 

Using the measured value Ned = 12.1 mb, a Monte Carlo study has indicated that 

double parton scattering wilI be the dominant production mechanism for events containing 

four jets at the SSC (fi = 40 TeV), w h ere the softest jet satisfies the requirement pi < 

40 GeV/c. This underscores the importance of the double parton scattering process as 

a background to any process leading to the production of four-jet events. The methods 

developed in this analysis will be immediately applicable to four-jet physics at the SSC and 

LHC. A quantitative measurement of p&on correlations within the hadron should then 

become possible. 

Acknowledgements 

We thank the Fermilab staff and the technical staffs of the participating institutions for 

their vital contributions. We thank Dr. R. Carlitz for advice, encouragement and kind hos- 

pitality. This work was supported by the U.S. Department of Energy and National Science 

Foundation; the Italian Istituto Nazionale di Fisica Nucleare; the Ministry of Science, Cul- 

ture, and Education of Japan; the National Science and Engineering Council of Canada; 

and the A. P. Sloan Foundation. 

27 



List of Tables 

1 Number of events remaining after each of the standard analysis cuts. . . 29 

2 Values obtained for the terms listed in Eq. 19, with associated mcertain- 

ties. We also include OUT determination of the dijet cross section, and the 

uncertainty on the dijet cross section caused by the jet energy scale uncertainty. 29 

3 A summary of the results, experimental parameters and event cuts for the 

double parton analyses performed by the AFS, UA2 and CDF collaborations. 29 

28 



Table 1: Number of events remaining after each of the standard analysis cuts. 

Cut Events remaining 
- 32738 

I zvert I< 60 cm 30752 
Four jets with p$F > 25 GeV/c 4408 

Jet position / I< 3.5 qd 4404 
Jet separation 1 AR I> 1.0 3916 

No secondary r-vertex 3113 
CPT > 140 GeVJc 2213 

Table 2: Values obtained for the terms listed in Eq. 19, with associated uncertainties. We 
also include OUT determination of the dijet cross section, and the uncertainty on the dijet 
cross section caused by the jet energy scale uncertainty. 

Term V&e uncertainty 
R 0.054 37% 

.Ag 6.5 x 1O-3 14% 
Atrig 

DP 0.85 12% 
C 325 nb-’ 7% 

Energy Scale 25% 
Vddijet (affects Oeff Only) 39 pb 20% 

Table 3: A summary of the results, experimental parameters and event cuts for the double 
parton analyses performed by the AFS, UA2 and CDF collaborations. 

4 (GeV) pF”” (GeV/c) v Range Neven,, Result 
AFS 63 4 Id< 1 - 1,000 c~efi - 5 mb 
UA2 630 15 / ‘I /< 2 
CDF 

- 10,000 o,tf > 8.3 mb (95% CL.) 
1800 25 lTI1<3.5 -2,000 pee = 12.1’;:4’ mb 
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Figure 1: Four of the Feynman diagrams which contribute to the leading order matrix 
element expression for the double gluon bremsstrahlung process. 
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Figure 2: Schematic picture of the double parton scattering process, postulated to occur 
within a single hadron-hadron collision. 
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Figure 3: The projection fraction h (see text for definition) as a function of qd for dijet data 
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correction. 

35 



10 - 

8- 

6- 

4- 

2- 

Out of Cone 

--- Underlying Event 

\ 
\ 

\ 
\ 

\ 
\ 

Corrected pT (GeV/c) 

Figure 4: The ratio of out-of-cone and underlying event pi to corrected jet pi (psp’), as a 
function of corrected jet PT. A cone of size 0.7 was used to define the jet. 
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Figure 5: The level 2 trigger CE? obtained with simulated four-jet events and full detec- 
tor simulation, overlaid on the distribution obtained from four-jet data collected with the 
multijet trigger. 
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of the highest and lowest pi partons respectively for the double bremsstrablung simulation. 
The fast jet simulation was used, and the standard offline cuts were applied to the corrected 
jets. The dashed lines shown in a) and b) indicate cuts at the events generator level. 
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Figure 7: The pi spectrum for all four jets obtained with data overlaid on the predictions 
of leading order QCD and four-body phase space. Jets are ordered by pi, with jet 1 having 
the highest pi, jet 2 having the next highest and so on. 
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